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(2019 Fattern) (Semester - 1) (304181)

Time: 2%2Hours] [Max. Marks: 70
I nstructions to thie Candidaies:
1) Answeranyaonequestionoutof Q.1or Q.2,Q.30or Q4,Q.50r Q.6and Q.7 or Q.8.
2) Neat/diagrams must be drawn wherever necessary.
3) Figuresto the right indicate full marks.
4) Assumne suitable data, if necessary. "

QI) a) “»What is Inter Symbol Interferep&ef) Explain the practical solution to
control ISI. Explain the concept ©fxoll off tactor along with its equation.

Ny [8]
b) Explain M-ary FSK traffsimitter’ and receiver with suitable block
diagram. 4 ) [6]
¢) Compare M-ary PSKQnﬂ Me-ary FSK. [3]
f
y OR

Q2) a) Sketch the wayeforms ef MSK for the given bit stream 11001001.8]

b) Explain digital OFDM system implementation for transmitter” and
receiver. v [6]

c) Draw signal space representation for 16-QAM 1.e AG-=QASK"and write
the equation for energy associated with signals i the  first quadrant. [3]

03) a): Explain in brief : Processing gain, Jamming{Margin in DSSS. [4]

b) A.BPSK-DSSS system, using coherent detectiqn; is used to transmit
data at 3Kbps No = 107! with No # 1{"'°. €alculate the processing
gain if the system has to work in a hostile jamming environment with
minimum error performance of 10°. Thé¢gamming signal is 10 times
stronger than the received signal. Given,erf(3.3) = 0.999998. [6]

c) List the advantages and disadvantages of CDMA. [8]

PT.O.



04) a)
b)

05) a)

b)

06) a)

b)

Q7) a)

OR

Compare slow and fast frequency hopping. [8]
Explain in detail DSSS - BPSK transmitter and receiver along with
waveforms. [10]
Write a short pote/on ¢ [9]

1) Source codingitheorem

i1)) Channel Coeding theorem

1) Infermation Capacity theorem.

A digcrete memory less source has five symbols X %5, X, X, and X
with probabilities P(X)) = 0.4, P(X,) = 0.19,P(X}) =4.16, P(X,) = 0.15,
P(X,) =10.10. Construct the Shannon Fano cod€jand calculate the
code'efficiency and redundancy. . [8]

OR

Consider the five source symbolg OPdiscréte memory less source and
their probabilities as given in the {able below. Follow the Huffman’s
algorithm to find the code ‘wé;{ s for €ach message. Also find the
average code word length=and ayerage information / message i.e.

entropy. 8 [8]
Message 54['1’ Y WP M, M, M,
Probability 0% 0.2 0.2 0.1 0.1

What is Mutual Inforniation? Explain the properties of mutual

information. 3]

Write short note ondsequency hop spread spectrum. [6]

Generator matriX for (7, 4) linear block code is giverr below : [9]

I 0 0 O 1 1 M
O 1 0 0 0 12
O 0 1 0 1 (1991
0O 0 0 1 <0 M

Construct the syndrome table for single~bit error patterns. Using
syndromes, find error pattern and code wetd for each of the following
received vectors :

r, = 0111101, r, = 0001010.
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b) Define and also write mathematica%%;pression for the following terms,
‘V

4

i)  Information rate &0
&

i1) Mutual Information
iii) Shannon H tb@v
iii annon y em
S
Q7 O
08) a) Define and,@ﬂlaimgr}[lowing terms,
. Y
i) Hw@ug Q@anee
i) Haay i@@veight
iii;:(@de A
v q\@aint length

v . ¢
V) @tematlc & nonsystematic cod %
b) Wq'—gé/short note on : ?‘b

[9]

> (8]
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