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Instructions to the candidates:

D
2)
3)
4
)

0l) a)

b)

c)

Solve Q.1 or(02/ Q.30v'Q.4, Q.5 or Q.6 and Q.7 or Q.8.
Neat diagranis musibe drawn wherever necessary. /
Figures foahe right-indicate full marks.

Use of caiculatoyis allowed. O
Assuimesuitghble’data, if necessary. Q

Describe the process of building a simple Markoyg | Yor predicting
the niext word in a sentence with the help of examig [6]

Suppose you have a text corpus of 10,000 w6
a‘bigram model from this corpus./Eh¢’ yogibu
5,000. After counting the bigramg(1 cdrpus, you found that the bigram
“the cat” appears 50 times, whlleQ’r‘l‘lgram “the” appears 1000 times

1 es. Using the add-k smoothing

and the unigram “cat” appears%
method with k=0.5, what i§ ability of the sentence “the cat sat on
the mat”?

[8]
Write a short note on %ﬂ\'Semantlc Analysis (LSA). [4]

Qﬁ models of language, and how do they differ.{tom
eimodels? [4]

cumentzt€rm matrix with the following countsy:

Document 1 | Document?2 [.Document 3
Term 1 10 5 0
Term 2 2 0 8
Term 3 | 3 6

[6]

Calculate the TF-IDF score of “Term 1 in “D¢cument 1.

Describe the Latent Dirichlet Allocation (ILDA) algorithm and how it is
used for topic modeling? [8]

PTO.



03) a)

b)

04) a)

b)

c)

05) a)

b) b‘List the tools available for the de

06) a)

b)

07) a)
b

08) a)
b)

Describe the concept of Information %ﬁieval system in Natural Language

Processing. ‘v [4]

What is Named Entity Recogni@) (NER)? Describe the various metrics

used for evaluation. Cbé“ [8]

What is Cross-Lingual Information Retrieval and how is it used in Natural

Language Proc&&?gﬁg ide an example. [6]
25) %'\r OR

n Retrieval.

Explain tnq.@/Of the Vector Space Model and describe howsit is
used i ormzﬁfg«)

™
Decs@e ent@‘extraction and relation extraction with the (%: D.O Q mples.

% FAS
.
What é&(oreference Resolution? Give examples. % [4]
D N
%0

W&fte a note on : WordNet. [10]
% -V ~. o

('l,’ at 0of NLP applications? Write

N, 7]

features NLTK and TextBlob

Describe in detail the
sense disambiguatio

Cb\' [10]°C3b

Which types % aléo rformed by the Gensim library? Give le\/
example. @7 |
V &

i Cb. (b
N v
Qﬂ ngte on :égntiment Analysis. O)N og) [10]
1

ain Statistical Machine Translation (SMT) Wi@ab%\giggrams and
example. [7]
Y &
OR CO\(\/
Describe various Machine Translation clrls?\,‘Q [10]
Explain Natural Language Generation With refétence architecture. [7]
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