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I nstructionsto the gandidates;

1)  Answef @1 orQ2 Q3or Q4 :

2) Neai diagram&must be drawn wherever necessary. O

3) Figurnes to-the right side indicate full marks. C)

4) Assume'dditable data, if necessary. %

Q1) a) ,_What do you mean by part- of—speech @g" What is the need of
this task in NLP. [5]

b) Differentiate between natural la ges and programming languages.

[S]

¢) Explain Tokenization wﬂ@h ferent types. [5]

02) a) What is Natural
involved in NL

b) Dlscuss

g&-Processing(NLP)? Discuss various stages
egs.with suitable example. 8]

nges\of Natural Language Processing. [7]

03) a) Qop down, depth-first, left-to-right parsestree fer.the given
tence [7]

%: The angry bear chased the frightened little squigrel

Use the following grammar rules to create-thie parse‘tree:

S — NP VP Det — the

NP — Det Nom Adj — tittle |@ngry | frightened
VP — V NP N — squirte] | bear

Nom — Adj Nom | N V — chased

PT.O.



b)

04) 2)

b)
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Explain Derivational and Inﬂection@orphology in detail with suitable
example. [8]

4
o
&
What is Probabilistic com@xt—free grammars? State the benefits of
probabilistic pa@g (/\ [7]

Explain wit abl&amples following relationship between word
meanings, ona@ﬂymy 2. Polysemy 3. Synonymy 4. Hyponymy
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